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ABSTRACT

The advent of potent multimodal large language models alongside expansive datasets

has markedly advanced visual understanding tasks. While the bulk of research in this do-

main has predominantly centered on scene understanding, the equally critical facet of com-

puter vision, namely object understanding, has not garnered comparable attention from

the academic sphere. Object understanding necessitates the capability of intelligent sys-

tems to fully grasp the attributes and conditions of objects, representing a core research

challenge with extensive applications in domains such as human-robot collaboration and

augmented/virtual reality (AR/VR). These applications range from progress estimation and

defect detection to early problem identification. Nonetheless, much of the existing litera-

ture presupposes a static list of objects and states, framing the issue within the confines

of classification or moment localization tasks. Such assumptions are misaligned with the

dynamic nature of the real world, where gathering data on every conceivable object across

various environments is impractical. Moreover, the textual content present on the surfaces

of objects can offer valuable insights into their nature. This paper endeavors to address

these underexplored questions within object understanding, particularly focusing on the

comprehension of an object’s state in an open-world context. Our approach begins with a

thorough review of the literature on object understanding and state estimation, aiming to

provide an overview of the current landscape in this field. Subsequently, we explore the

role of text on objects in enhancing understanding and review the latest progress in scene

text spotting. Additionally, we introduce preliminary efforts towards improving object state

understanding and refining state-of-the-art scene text spotting techniques. We conclude by

highlighting the limitations of existing works and discussing prospective challenges and

directions for future research.

Human perception involves understanding both natural scenes and objects in the world.

However, previous research has mainly focused on scene understanding, which extracts
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knowledge from visual scenes while overlooking object understanding and the interactions

between objects. This is a significant limitation because it’s important to know the current

state of an object, such as if it’s ready to use or if it could cause any issues in the future.

Focusing on tracking the attributes and states of objects is necessary in many types of

videos such as egocentric and industrial chain surveillance cameras.

In this area paper, we explore the topic of object understanding, with a specific focus on

comprehending the state of an object and recognizing text that might appear on its surface.

We will begin by examining the importance of understanding the state of objects and their

application in the real world. Additionally, we will delve into the role of scene text spotting

in object understanding. Next, we will present our initial effort to tackle two fundamen-

tal problems: understanding the state of objects and improving scene text understanding

models. For object state understanding, we use natural language to understand the state

of the object. Besides, we use linguistic priors to improve the accuracy of the scene text

spotting models. Finally, we will discuss our plan for future research on state-aware object

understanding.
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CHAPTER 1

INTRODUCTION

Understanding how to interpret complex information about objects and their changing

states is crucial for both human understanding and artificial intelligence systems. This

ability has significantly influenced the development of specialized brain functions linked

to our senses, like vision and hearing. Just as combining our senses enhances our per-

ception, integrating different types of data, visual, textual, and contextual, is key to better

understanding objects in various states.

Traditionally, computational models have focused on specific areas like understanding

scenes or detecting objects in dynamic environments. These models usually ignore the state

of objects, which lose a lot of information when observing the real world. For example,

accurately detecting a defect or determining if an object is ready to use requires recognizing

that an object’s condition can change quickly.

Acknowledging these limitations, researchers are now working towards more adapt-

able and robust systems that can understand objects in more natural settings. This thesis

explores how different attributes of objects interact with their states and uses a combination

of methods to process this information similarly to how humans use their senses. We are

looking into how advancements in natural language processing and computer vision can

help us better understand objects in the real world, which could be useful in industries like

manufacturing or in augmented reality systems.

The rest of this area paper is laid out to investigate the field of object understanding

in depth as it applies to dynamic situations. We start with a thorough review of what’s

currently known about object state recognition and its applications in Chapter 2; we then

discuss our initial research on understanding object states using natural language in Chapter

3; we show our effort to improve the scene text understanding models by leveraging lin-
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guistic priors in Chapter 4; and we finish with a look at the challenges we face and where

future research could go in Chapter 5.

2



CHAPTER 2

LITERATURE REVIEW

2.1 Egocentric Video Understanding

Egocentric video understanding focuses on videos captured from the first-person perspec-

tive, which is quite different from the more common third-person viewpoint seen in most

video datasets. This section discusses several key areas of research in this field, including

the datasets used, how these videos help us understand interactions between people and

objects, recognize activities, predict future actions, summarize video content, and analyze

social interactions.

Egocentric Video Datasets: There are many special datasets created for studying videos

taken from a person’s point of view. For instance, EPIC-Kitchens [1] focuses on activities

in the kitchen, while UT Ego [2] includes a wider range of daily activities, both inside and

outside. The ADL dataset [3] captures everyday activities without specific instructions,

unlike the Charades-Ego [4] and EGTEA [5] datasets, which involve more directed tasks in

daily life settings. Ego4D [6] and Ego4D-EXO [7] are large-scale egocentric datasets that

focus on a wide range of activities.

Human-Object Interactions and Activity Recognition: First-person videos are excellent

for studying how people interact with objects because the camera gives a close-up view of

these interactions. Many studies focus on detailed actions [8, 9] while some others [10, 11]

have been conducted for recognizing diverse categories of activities from these videos.

Action Anticipation: Predicting what might happen next in a video is crucial for tech-

nologies that interact with or help people. Many of recent works [12, 13] focus on guessing

upcoming activities, which is challenging due to the unpredictable nature of first-person

videos.
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Video Summarization: Summarizing videos involves picking out the most important parts

from long recordings. Some previous works [14, 15] have developed methods to create

short summaries of egocentric videos, which can be very varied and unstructured.

Parsing Social Interactions and Body Pose Estimation: Understanding social interac-

tions and figuring out the body position of the person wearing the camera are also key

aspects of studying first-person videos. Much research shows progress in analyzing social

behavior and estimating poses from the wearer’s perspective [16, 17].

2.2 Object State Understanding

2.2.1 Introduction

Understanding object states involves recognizing, monitoring, and predicting changes in

objects over time. This area combines elements of computer vision, machine learning, and

cognitive science. An object’s state can include its physical features, position, operational

condition, and interactions within its environment. Knowing an object’s state is key for

many uses in different fields. In industry, it helps in predictive maintenance by spotting

parts that might fail soon [2]. For consumers, it improves how devices work based on how

they are used [1]. In robotics, it aids in developing more independent systems that can better

interact with their environment by handling objects according to their current state [3].

Various techniques have been created to identify and follow object states. These often use

sensors and visual data, or both. Deep learning is effective at interpreting complex visual

patterns to figure out object states. Traditionally, the combination of convolutional neural

networks (CNNs) and recurrent neural networks (RNNs) are commonly used to process

and analyze image or video sequences to spot state changes over time [8]. Besides, this

problem can also be considered as the moment localization problem, which is localizing

the frames of state/in progress/ end states [18].

Despite progress, several challenges remain. Objects can look different based on view-

ing angles, lighting, and obstructions, which can make it hard to accurately identify their
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Figure 2.1: By observing people interacting with objects, the system can automatically de-
tect object states, such as an empty or full coffee cup, and their corresponding manipulation
actions.

state [9]. Another issue is the need for a lot of labeled training data, which is costly and

hard to get, especially for rare or subtle state changes [10].

2.2.2 Related Works

In 2017, research on object states began to receive more attention, starting with articles

that explored the relationship between manipulation actions and object states [19]. The

initial idea is quite simple: to define an object’s state change by having an action take place

interacting with that object. Simply put, this study views the change in state of an object by

a triplet in the order state 1→ action→ state 2, as depicted in figure 2.1. In this example,

the initial state of the cup is empty, after performing the action of pouring coffee into the

cup, the subsequent state is that the cup is filled with coffee. Although the idea is simple,

this research has laid the first foundations for the idea of exploiting the relationship between

actions and changes in the state of objects. This sets the stage for many future studies in

understanding object states as well as state changes.

However, this study still has many limitations because it is only the first effort in this
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Figure 2.2: The figure shows an example of how a model learns about object states and
state-modifying actions from a dataset of long, uncurated web videos. The figure displays
video frames from the entire video, along with their corresponding timestamps. This figure
highlights the challenge of identifying the precise temporal localization of the object states
and actions in the entire video.

field of research. The first limitation that can be easily seen is that the research only focuses

on a minimal number of object-action pairs. In the proposed data set, there are only seven

pairs, including Put wheel, remove the wheel, fill a pot, open oyster, fill a coffee cup, open

fridge, and close fridge. The second limitation is that this study requires human annotation

to include a bounding box for the object to focus on and the location of frames state 1,

action, state 2. This manual labeling requirement will require large costs. and especially

not scalable, so it will not be possible to solve real problems when the model needs to be

able to operate in the open world. The third limitation is when we need to perform complex

requirements such as estimating how much time it will take for the model to complete,

when this is especially important when tracking the progress of the work. In addition,

simply localizing moments cannot help the model identify and support when people make

mistakes.

By 2022, another study was published to solve the problem encountered in the above

study about requiring human annotation that directly takes advantage of uncurated videos

from the web [18]. This allows the model to take advantage of the huge amount of data

from the web, learning knowledge from it at a very low cost in the data collection process.

The way to formulate the problem is still similar to the previous research from 2017, which
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[ASR transcription]
you're going to use some
rotisserie chicken so just
get your rotisserie chicken
and shred it up

(c) Model Training

Video Encoder

Decoder

... ......

...

(d) Model Testing

(b) Pseudo Label Generation(a) Mining for OSC examples

LLAMA2

This video may contain the
OSC of chicken + shredding

(object + state transition)

Known OSCs

shredding chicken

...
shredding cabbage

Novel OSCs

shredding onion shredding coconut

State Description [whole chicken, shredding chicken, shredded chicken] 

...
State = Initial State = Transitioning State = Background State = End 

CLIP

✖

object features

...

Figure 2.3: The VIDOSC framework is outlined as follows: (a) Mining for OSC examples:
ASR transcriptions and videos, with LLM capabilities, are used to automatically find OSC
examples. (b) Pseudo Label Generation: Textual descriptions and a VLM are used to create
supervisory signals for training. (c) Model Training: A video model is developed to predict
states without needing to know the object type. (d) Model Testing: The model is tested in a
new way, checking how it performs on both familiar and new OSCs. Notably, even though
text helps during training, the model relies only on video data during tests, ensuring it is
very flexible and practical. The ground truth for the test set is manually annotated.

is to predict the triplet initial state → action → final state. However, the difference here

is that the training process does not require labels but relies on guidance signals about the

order of the three groups of frames mentioned above. Research also shows that if order

information is well utilized, this is also an effective signal for understanding object status.

However, this approach still has certain limitations. The first limitation is that this

method requires us to train separate models for different action-object pairs, meaning each

will require a separate model. The second problem is that the approach still relies on local-

izing a set of three frames from the video, which limits the ability to understand complex

states and track the progress of objects and actions. The final problem lies in the fact that,

based on the design of tasks and models, this approach still cannot solve the open-world

problem and is difficult to apply in practice.

To solve the problem of understanding open-world object state change, the VIDOSC
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framework [20] is proposed to classify frames into three types of states: initial, transition-

ing, and end. In addition, frames without objects will be assigned as background frames.

The figure 2.3 shows the procedure of VIDOSC framework. First, the author filters out

videos with object state changes using ASR transcripts and then uses these transcripts to

ask LLAMA 2 to select satisfactory videos with object state changes. These videos will

then be labeled for each frame by comparing each frame with three specific states prede-

termined using the CLIP model. The state with the highest CLIP score will be assigned as

the label for that frame. Frames with almost equal and low CLIP scores will be considered

background frames and have no objects in them. After this automatic labeling process, a

model will be trained using the data synthesized above. During testing, the model is tested

with both known objects and unseen objects.

The VIDOSC framework has some limitations that present significant challenges in

its ability to understand object state changes in videos. Firstly, the framework’s classifi-

cation system is limited to only three types of states, which could cause it to miss more

complex or gradual transitions that do not fit neatly into the initial, transitioning, and end

categories. Real-world scenarios often require recognizing a broader spectrum of states

for more detailed analysis. Secondly, the framework’s ”open-world” capability is limited

because it relies on known actions, which means it cannot accommodate actions it has not

been trained on. This limitation reduces its usefulness in dynamic real-world situations

where unpredictability is the norm. Lastly, the framework lacks interactive capabilities

such as QA or conversation, which makes it unsuitable for scenarios where context from

human interaction or additional clarification is needed. For instance, in user-oriented appli-

cations where conversational AI can provide valuable insights or guidance based on video

content analysis, VIDOSC’s current structure falls short. The inability to support a dialogue

means that users cannot probe deeper into the analysis, ask for explanations, or refine the

results through feedback. This limitation reduces the framework’s potential in user-centric

environments where interactivity is key to functionality and user experience.
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Figure 2.4: Each step is represented as a state change, with descriptions generated by LLMs
utilized for state representation learning.

SCHEMA [21] does not focus on object state understanding but uses object state as

a guidance signal to help improve the performance of the planning procedure model. In

this article, the object state change is used as important information directly related to a

sequence of actions that lead to changing the state of an object from the initial state to

the goal state, as described in figure 2.4. The paper’s idea is to take advantage of LLM’s

reasoning capabilities to generate the state of the object before and after performing the

action. Once the state of the object is represented in text, this information will be used

in both steps of the model: mid-state generation and procedure generation. The results

show that the performance of procedure planning increases significantly when information

about object state changes is incorporated. It is noteworthy to mention that SCHEMA and

our preliminary initiative, OSCaR, are concurrent developments in the field. Both works

progress in parallel, each contributing unique insights and techniques to the domain of

object state understanding.

The limitations of the SCHEMA model stem from its approach to state representation

and interaction capabilities. The model’s reliance on the LLM’s reasoning for state rep-

resentation without incorporating visual input mirrors the limitations of ”blind” models.

This reliance indicates a potential oversight of the rich contextual information that visual

data could provide, possibly affecting the model’s robustness and accuracy in real-world

scenarios where visual cues are pivotal. Moreover, SCHEMA’s inability to engage in QA

or conversational interactions limits its functionality in user-interactive settings. Without

the capacity for dialogue, SCHEMA cannot clarify ambiguities, answer questions, or refine
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its performance based on user feedback. This lack of interactivity could hinder its deploy-

ment in applications where human support is essential, such as instructional guidance or

collaborative robotics.

2.3 Scene Text Spotting

2.3.1 Introduction

Text detection and recognition in natural scenes, commonly referred to as scene text spot-

ting, represents a critical area of research with profound implications across various do-

mains. Applications of this technology are vast and impactful, including assisting visually

impaired individuals [22], enhancing robotic navigation [23], and facilitating mapping and

localization efforts [24]. The challenge in scene text spotting arises from the inherent am-

biguity presented by texts in natural environments due to factors like aesthetic variations,

environmental degradation, and poor lighting conditions. While the use of lexicons or

dictionaries can mitigate such ambiguities to some extent [25], it often complicates the

underlying models, increasing their complexity.

A typical end-to-end scene text spotting framework encompasses two principal com-

ponents: text detection and text recognition. Over the years, there has been significant

progress in both areas [26, 27, 28, 29, 30, 31, 32, 33, 34, 35, 36, 37, 38]. However, de-

spite these advancements, the performance of current scene text spotting models still lags

behind human capabilities, particularly in recognizing distorted or blurred text. This gap is

primarily due to the sophisticated use of linguistic knowledge in human reading, which aids

in disambiguating text more effectively. Existing models, particularly autoregressive text

recognition models [39, 40, 41, 42], attempt to harness linguistic structures but fall short

of fully leveraging linguistic knowledge due to the limited scope of scene text datasets and

the simplistic one-hot vector encoding employed in these models.

The challenges do not end at recognition. During inference, text detection models often

misinterpret the spatial relationships between characters or words, leading to errors in text
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detection and recognition. Traditional methods employing one-hot labels have shown to en-

hance learning in detection models when recognition constraints are considered. However,

they fail to account for the contextual relationship among characters within a word. By in-

corporating linguistic priors based on the structural knowledge of how words are typically

formed and spaced, detection models can improve in both accuracy and efficiency.

2.3.2 Related Works

Text Recognition Approaches in Scene Text Spotting: Text recognition within the field

of scene text spotting can be categorized into two primary methodologies. The first ap-

proach is character segmentation and recognition, where a text region is divided into indi-

vidual characters that are recognized separately [43, 44, 45, 46, 47]. This method, while

direct, often fails to capture the contextual relationships between characters, leading to

potential inaccuracies in character recognition when processed independently.

The second and more advanced approach utilizes auto-regressive models, particularly

those based on recurrent neural networks (RNNs) integrated with attention mechanisms or

CTC loss, to decode text sequences [48, 49, 50, 51, 52]. Auto-regressive models, such

as CRNN, employ bidirectional LSTMs to predict the probability distribution of text se-

quences, effectively reducing character duplications through CTC loss [53, 54, 39, 55, 40,

41, 42]. Innovations like SCATTER and Charnet further enhance the robustness of these

models by integrating attention mechanisms that fuse character-level with word-level en-

codings, thereby improving the accuracy of text recognition [56, 57].

This sequential processing enables the implicit integration of language model dynam-

ics, akin to probabilistic language models used in natural language processing [58, 59, 60].

Despite their sophistication, these RNN-based methods are not without limitations, primar-

ily due to the restricted vocabulary often present in the training datasets, which hampers

their ability to fully leverage comprehensive language models. This gap in potential un-

derscores the ongoing challenge within scene text recognition to develop methods that can
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Figure 2.5: ABINet++ pipeline.

seamlessly integrate robust language models while accurately interpreting and processing

textual content in diverse settings.

Language-Driven Scene Text Recognition: The integration of linguistic knowledge into

scene text recognition models is gaining traction [34, 61, 62, 63]. VisionLAN and ABINet,

for instance, incorporate visual and linguistic reasoning, enhancing recognition accuracy

through iterative processing and language model utilization. Despite their effectiveness,

these models often suffer from increased complexity and computational demands, espe-

cially in settings requiring iterative processes.

Knowledge Distillation: Knowledge distillation offers a pathway to enhance model per-

formance through the transfer of knowledge from a more complex ”teacher” model to a

simpler ”student” model [64]. DeiT distinguishes between soft and hard-label distillation

approaches, where the former involves using the teacher’s output probabilities directly, and

the latter converts these probabilities to one-hot encoding. This methodology is partic-

ularly advantageous for transferring complex knowledge without significantly increasing

the computational burden on the student model.

Although incorporating linguistic priors into scene text recognition has become a pop-

ular trend in scene text recognition, exploiting this knowledge for scene text spotting has
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not been studied much. ABINet++ [65] is an extension of ABINet for scene text spotting

that is the first attempt at integrating linguistic knowledge for scene text spotting. Although

achieving good results in terms of results, ABINet++ still has two major limitations. The

first limitation is that ABINet uses a pretrained language model as an external knowledge

base and requires repeated interactions with this language model during the run to refine the

results. Repeated running makes the results more accurate, but also creates time complexity

overhead, making it difficult to run in real time. The second drawback is that although the

results show that linguistic prior not only increases the performance of the recognition step

but also improves the text detection step, ABINet++ does not provide analysis or a reason-

able explanation for this improvement. From there, developing a method that can integrate

linguistic knowledge into scene text spotting models without increasing the complexity of

the models, and providing an explanation for how linguistic priors help scene text detection

are two important issues need to be resolved.

2.3.3 Why Scene Text Understanding is Important for Object Understanding?

In many real-world scenarios, objects are often inscribed with text that provides essen-

tial information about their state and usage. The ability to read and interpret this text is

crucial for informed decision-making. For example, determining the suitability of a soft

drink for consumption requires checking the production and expiration dates printed on

the can. Similarly, safe medication usage mandates reading dosage instructions detailed

on the packaging. Optical Character Recognition (OCR) has long been established as a

fundamental task in computer vision. However, it remains a formidable challenge, partic-

ularly for languages other than English. The significance of OCR extends beyond mere

text recognition; it plays a pivotal role in the broader context of object understanding. En-

hancing the performance of OCR models is not only crucial for improving text recognition

capabilities but also significantly contributes to the advancement of object understanding

research. This dual utility underscores the importance of ongoing research efforts aimed at

refining OCR technologies.
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CHAPTER 3

OBJECT STATE CAPTIONING AND STATE CHANGE REPRESENTATION

3.1 Introduction

The field of Natural Language Processing (NLP) has evolved beyond mere text interpreta-

tion and generation, advancing into realms where understanding and interacting with the

physical world becomes imperative. From studying causal reasoning [66] to building a

Reasoning

Overall

HelpfulnessDetails

Accuracy

0 20 40 60 80 100

gpt4 oscar13b llava13b blip2 blip1
lavila videollama

Figure 3.1: Surpassing prior models in aligning with human judgements. Our method
achieves near parity with GPT-4V ratings across helpfulness, accuracy, reasoning, and other
key metrics.

world model for cause-effect prediction [67, 19], researchers have been working on the
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Question: What does the sequence of 

movements of the pear slice across the cutting 

board indicate about the method of 

preparation?

Question: What does the positioning of the 

pear slice near the edge of the cutting 

board, and the trail it has left, suggest about 

its handling and the preparation process?

Question: Describe state of the pearl in 

detail way.

Question: What details about the pear 

slice's appearance give insight into the 

preparation method and the fruit's natural 

texture?

Answer: A slice of pear rests on a white 
cutting board, its surface a palimpsest of knife 
marks that speak to the act of peeling and 
cutting. The pear's flesh is a creamy white 
with a slightly granular texture, typical of this 
fruit, and it has a subtle sheen, suggesting 
juiciness. The edges where the skin has been 
removed are slightly ragged, revealing the 
methodical but imperfect passage of a blade. 
The pear's shape is irregular, with curves that 
follow the natural form of the fruit, and the 
remnants of the stem cavity indicate it has 
been sliced from top to bottom.

Answer: The same pear slice appears 
slightly shifted from its original position, 
indicating movement. The hand that guides it is 
out of view, but the influence of human touch 
is evident in the changed orientation of the 
slice. It reveals a new angle of the pale flesh, 
and the shadow cast upon the board shifts 
accordingly, altering the visual texture. There's 
a hint of pressure at the bottom of the slice, 
where it might have been held, compressing 
the delicate flesh slightly and bringing out a bit 
more of the pear's inherent moisture on its 
surface.

Answer: The pear slice has been moved 
further, and now it's clear that it's in the 
process of being shifted to the side, likely to 
make room for further cutting or to group it 
with other slices. This movement has exposed 
more of the cutting board, and the pear's trail is 
marked by a faint residue of juice left behind. 
The slice is almost at the edge of the cutting 
board, suggesting the next move could be off 
the board entirely. The light reflects differently 
on the juicy trail than on the drier surface of 
the cutting board, creating a contrast in textures 
and colors.

Answer: Over the sequence of these three 
frames, the pear slice undergoes a subtle but 
telling transformation through human 
intervention. Initially at rest, it is then picked 
up and moved, each action causing a change in 
its position and the way it interacts with its 
environment. The movement is gentle but 
purposeful, and the slight compressions and 
shifts reveal not just the hand's manipulation, 
but also the pear's textural responses to being 
handled. The progression shows a 
choreography of culinary preparation, where 
each slice is moved in turn, suggesting a 
rhythm and method to the task at hand. The 
final frame indicates the continuation of this 
process beyond the captured moment, as the 
slice approaches the edge of the board, ready 
for the next step in its journey from whole fruit 
to ingredient.

Figure 3.2: OSCaR’s description of state, state change, and illustration of reasoning.
State description involves the characterization of a specific region of interest within the
video and the associated activity. State change entails the description of the evolution
of a system over a defined temporal sequence. Furthermore, the analysis of the state of
an object is centered on comprehending and elucidating the mechanisms underlying the
object’s evolution.

problem of causation in the physical world.

In this paper, we investigate the very basic causal relations between a concrete action

and the change of the object state caused by this action. For example, given an image as

shown in Figure 3.2, we, as humans, would have no problem understanding which object

is being actively interacted with. Furthermore, given the statement ”cutting the bread”,

we would naturally imagine what state change may happen. However, Despite tremen-

dous progress in knowledge representation, automated reasoning, and machine learning,

artificial agents still lack the understanding of naive causal relations regarding the physical

world [66].

Imagining a scenario where artificial agents collaborate with humans in the physical

world, they will need to understand the physical action effect to reason, learn, and assist

humans [68]. To empower machines with such capabilities, this paper introduces a novel

benchmark focusing on understanding object state changes from egocentric visual inputs,

which has the advantage of the lens of human eyes.

Understanding object state change is not only a complex task but also practical and

foundational for many other tasks, such as helping intelligent agents to understand the envi-
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ronment dynamics and complete task [69, 70, 71], tracking the state of dialog[72], creating

causal graphs for knowledge representation for complex question and answering [73].

Modeling object state change requires two abilities: 1) scene understanding, which

involves parsing the world through an object-centric lens, and 2) causal-effect understand-

ing, which entails identifying likely actions and their effects by observing images before,

during, and after an action.

Previous research efforts have concentrated on building symbolic representations to

ground changes and states [74, 75, 76]. However, given the diversity and complexity of

objects and their states, influenced by contextual and temporal factors, symbolic represen-

tation alone falls short. This paper proposes the use of natural language as a more expres-

sive and intuitive medium for this task. This approach not only aligns the understanding of

visual content between humans and AI systems but also enhances communication between

them, providing a richer context than unimodal models.

Essentially, we form the scene understanding as an object-centric visual captioning

problem. We can utilize natural language to describe the objects and any changes that

may occur. On the other hand, the ability to understand the causal effect is formed as a

visual question-answering problem based on 3 images: before, during, and after the action.

Our dataset and experiments exhibit considerable potential for scalable application across

various domains in future research. While conducting this study, another research was also

conducted to understand object state change with a different approach [77]. That shows the

importance and significant potential of this research direction.

In summary, our contributions are threefold:

• We introduce a new problem to understand states and state changes of object through

natural language.

• We present a method to generate good-quality visual instructions guided by sim-

ple annotations, applicable to both images and videos, advancing future research in

visual instruction tuning. Our pipeline provides a good starting point for the data
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collection process.

• Our paper introduces OSCaR, a novel dataset and a benchmark leveraged by the

power of GPT-4V that contains different tasks for object state understanding, includ-

ing visual captioning, visual question answering visual dialog, and reasoning.

3.2 Related Works

Object state change: Localizing and recognizing changes of object states, play a key role

in applications such as procedural planning [78], robotics, and video action understand-

ing [79, 80, 81, 82, 83]. Recognizing object state changes necessitates the joint discovery

of states and actions through an understanding of their causal relationship, as discussed

in prior works [19, 84, 18, 85]. Recently, a self-supervised method has been proposed to

jointly localize action and state changes temporally from noisy untrimmed long videos [18].

Moreover, [86] introduces a novel benchmark for the generation of object states, yet their

focus is very limited to only the cutting action and a small dataset. However, previous

studies often separate scene understanding from object state change recognition and tend

to operate under a closed-world assumption, which limits their applicability in real-world

scenarios. Our research aims to bridge the gap between human and machine perception by

integrating egocentric views and language.

Multimodal Large Language Models: Recent advancements in Large Language Models

(LLMs) [87, 88, 89, 90] have led to significant achievements in language understanding and

generation. This progress has sparked an interest in the creation of MLLMs that blend the

advanced linguistic processing of LLMs with capabilities for multi-modal perception [91,

92, 93, 94, 95, 96]. The core of this research is the fusion of pre-training visual encoder

representations with the input embedding space of LLMs, achieved by pretraining with

datasets that interleave images and text. [97, 98, 99]. In this paper, we aim to provide a

comprehensive evaluation of these models, particularly focusing on their performance in

object state change recognition.
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3.3 The OSCaR Dataset

This section outlines our pipeline for creating visual instructions on object states. We

begin with the process of collecting diverse visual data from public sources, detailed in

section 3.3.1. Following this, section 3.3.2 describes our approach to enhancing data quality

using simple human annotations across various tasks, facilitating a deeper understanding

of object states. Our method enables the generation of detailed captions, visual question

answering, and visual dialogue.

3.3.1 Video Collections

OSCaR is a curated compilation of videos sourced from two distinct datasets: EPIC-

KITCHENS [1] and Ego4D [6]. Acknowledging that changes in object states occur pro-

gressively over time rather than abruptly within a single frame, we have selectively included

video clips that effectively illustrate these state transitions. Our selection process ensures

that these videos depict the dynamic changes in object states and capture moments where

the objects remain stationary for short enough durations. This approach enabled us to com-

pile a comprehensive visual dataset encompassing the object’s static and transitional states.

We initially analyzed the verbs from the original videos of the EPIC-KITCHENS dataset

to ensure that the videos highlighted objects undergoing state changes. We categorized

these verbs into three groups: change, not sure, and not change. The change group consists

of verbs likely to alter the state of objects, including actions like Open, Close, Wash, Cut,

and Mix. Conversely, the not change group encompasses verbs with a minimal likelihood

of inducing state changes, such as Take, Put, Move, Check, etc. Lastly, the not sure group

includes verbs with ambiguous potential for state change, covering actions like Shake, Flip,

Use, Pull, and others. After filtering the EPIC-KITCHENS dataset, we were able to iden-

tify 69 verb classes that consisted of a total of 650 verbs. Using this verb list, we retrieved

all video segments containing those actions.
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Upon analyzing the videos, we discovered that some objects only appeared in a few

times. As a result, we split the videos into two groups. The first group comprises videos

that focus on objects that occurred more than ten times, and it will be used to construct

our training and testing set. The second group includes videos with objects that occurred

less than ten times. These objects are rare in EPIC-KITCHENS and can be used for open-

world evaluation, which will be discussed in section 3.4.2. In the first group, we randomly

selected 10 to 50 video segments per object, resulting in 7442 with 306 different objects

from EPIC-KITCHENS.

We leveraged Ego4D, the largest egocentric video dataset, selecting video segments

tagged with ”object of change” to enhance our data’s diversity. This tag highlighted

videos showcasing object state changes. By gathering these specific videos, along with

details of the objects and their narrations, we informed our data generation and compiled

relevant statistics. From this dataset, we extracted 5942 segments featuring 296 unique

objects for our OSCaR project.

3.3.2 GPT-assisted Data Generation

Caption Generation: Captioning plays an important role in visual understanding. Un-

derstanding object states requires detailed and informative captions to capture the exact

state of objects. To achieve this goal, we generated captions for all collected videos by

leveraging GPT-4V and human’s weak annotations. This problem requires two types of

annotations, including 1) Start and end frame ID in videos during the event to make state

changes and 2) A short description of what happens in the video. The short description

can be a verb representing the action and a noun representing the object humans interact

with (e.g., washing tray). We designed adaptive prompts to inject this annotation as context

to guide GPT-4V to generate high-quality captions. We found that GPT-4V often suffers

from ambiguity without this guidance, and the quality of generated captions is degraded.

With simple human guidance, GPT-4V can reduce ambiguity and produce better-quality
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captions.

Multiple-choice QA Generation: The multiple-choice question is a method of presenting

a set of answers, including incorrect options, to teach machine learning models how to dis-

tinguish between correct and incorrect answers. This type of question can also be used as

a form of instruction, where the question serves as the prompt, and the answer serves as

the response for the models. We created multiple-choice question and answer sets based

on generated captions.

Conversation Generation: Visual dialog is a complex task requiring understanding of vi-

sual content and conversation context, and faces challenges in data collection due to its need

for natural dialogues between two people viewing the same content. This process is time-

consuming and resource-intensive, especially when involving reasoning and explanations.

With the growth of machine learning models, generating visual dialog data is increasingly

vital. We’ve developed a method that uses captions to create visual conversation data,

enhanced by GPT-4V’s ability to provide explanations, offering flexible and diverse data.

This approach, labeling input data for images and videos, is cost-effective and faster than

manual methods, generating vast amounts of training data for future models.

3.4 OSCaR Benchmarks

3.4.1 Evaluation with Text Generation Metrics

The dataset we are providing consists of 500 videos from the Ego4D and EPIC-KITCHENS

datasets, which are specifically designed for benchmarking purposes. Each video is anno-

tated by four detailed captions, all of which have undergone rigorous human verification

to ensure the quality and reliability of this evaluation set. To ensure a comprehensive and

accurate assessment of performance, text generation metrics such as BLEU, Rouge, LSA,

among others, can be used for evaluation purposes.
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3.4.2 Open-world Object State Understanding

Collecting data for all objects worldwide and then training models is not feasible. How-

ever, humans can describe new or unfamiliar objects, which can be challenging for AI,

especially when they are in a new domain or serve a different purpose. Fortunately, recent

achievements in MLLMs have opened up the potential for AI to have this ability. During

pre-training with large amounts of data, MLLMs can learn general knowledge about the

world. Besides, models will learn how to perform tasks during the visual instruction tuning

process. In both processes, the models may or may not have been exposed to objects not in

the object state understanding training set. The question is whether models can generalize

to objects of this type. To answer this question, we provide two evaluation sets to test the

generalizability of the models.

Cooking domain objects have not occurred in the training set for object state under-

standing: For this evaluation, we want to investigate the model’s ability to understand

objects that have not appeared in the training set in a similar scenario with the training

domain. We provided a set of 2,485 videos with 1,024 objects that have not occurred in

the object state training set. This testing set will evaluate how in-domain knowledge can

help models understand object states and state changes. We used GPT-4V to annotate 344

videos for evaluation purposes.

Out-of-domain objects state understanding: This evaluation focuses on judging the abil-

ity of models to understand objects beyond the training domains. Our training set contains

only the cooking domain data, while this testing set has diverse domains, such as baker,

household management, cleaning/laundry, bike mechanic, etc. This set was extracted from

the Ego4D dataset and contains 43,367 videos with more than 500 objects. This testing not

only can be used for evaluation but also has the potential to scale up using our pipeline for

object state understanding in other specific domains. For this evaluation set, we selected

10 videos from each of the 51 different domains, totaling 356 videos. Domains with fewer

than 10 videos have all their videos included. This set is also annotated by GPT-4V.
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3.4.3 Data Quality Verification

We evaluated the quality of descriptions for object states and activities across video frames

using Amazon MTurk for human feedback. Our assessment framework included five guide-

lines for spotting inaccuracies, focusing on frame-specific description accuracy, two for as-

sessing state change accuracy, two for identifying hallucinations, and three for recognizing

incomplete descriptions. Annotators were asked to categorize each description under one

of four labels: 1) Fully Detailed and Comprehensive, 2) Generally Complete with Minor

Omissions, 3) Lacks Important Details or Contains Errors, or 4) Incomplete, Misleading, or

Hallucinating, and provide reasoning to discourage random responses. This study utilized

500 samples from the EPIC-KITCHENS and Ego4D datasets, leading to the validation of

2000 natural language descriptions.

3.5 Data Statistics

In order to help models generate concise and informative answers, we have defined short

answers as those with less than ten words and long answers as those with more than ten

words. Short answers provide brevity, while long answers offer detailed and informative

information. The distribution of these two types of answers can be seen in Figure 3.3. The

average answer length in the dataset is 47.06 words. Long answers make up about 75% of

the data, with an average length of 63 words, while short answers account for about 25%

of the data, with an average length of 3.32 words. By splitting the data accordingly, future

models can provide short, direct, and informative answers with explanations. To showcase

the uniqueness of our OSCaR dataset, we have presented a comparison between OSCaR

and other related datasets in Table 3.1. The OSCaR dataset comprises a vast number of

instructions, along with images and videos. Additionally, it also provides data for object

state captioning and object state change captioning.

In section 3.4.2, we discussed two types of open-world datasets for object state under-
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Figure 3.3: Distribution of answer lengths. The figure shows how answers are distributed
by length in the dataset. It separates short answers (1-9 words) from long answers (≥ 10
words). The histogram displays the number of answers on the y-axis based on increasing
answer lengths on the x-axis. There is a category at 100 words for answers with lengths
greater than or equal to 100 words. This breakdown emphasizes the balance between brief,
direct answers and more detailed, explanatory responses.

standing: in-domain cooking and open domains. Although we trained on videos with object

state changes, in open-world evaluation, we tested the models on both types of videos, with

and without object state changes, to ensure their generalizability. The in-domain evaluation

set consists of 2,485 videos with 1,024 novel objects extracted from EPIC-KITCHENS.

We have extracted an open-domain evaluation set from the Ego4D dataset. The top 10

most frequent domains in the open-world testing set are shown in Figure 3.4. This evalua-

tion set from 51 different domains, contains annotations for domain, action, object name,

and action narrations extracted from annotations of Ego4D. The set includes 43,367 open-

world videos for which we know their domains and 56,231 videos of unknown domains,

but we still have information about their object names and action narrations. Thus, this set
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Figure 3.4: Top 10 open-world domains (excluding cooking). The figure shows non-
cooking domains present in the open-world test set used to assess model generalization. By
evaluating performance on household and occupational activities unseen during training,
we benchmark the trained models’ capacity to understand new objects and actions beyond
cooking tasks.

can be utilized not only for open-world evaluation but also for the advancement of gen-

eral domain object-state understanding in the future when applying our method to generate

labels. This set of data hasn’t been annotated, but the data we extracted from Ego4D are

ready to use our pipeline to scale up the data generation.

3.6 Experiments

In this section, we will discuss the experimental design we used and how we trained our

model. Our fine-tuning process will be described in Section 3.6.1. Additionally, we in-

cluded other vision language models such as BLIP [104] , BLIP2 [97], LaViLa [105], and

Video-LLaMA [106] for comparison purposes. Firstly, we will evaluate our model’s per-

formance in the cooking domain in Section 3.6.3. After that, we will also evaluate its
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Table 3.1: Comparison of OSCaR dataset versus other related datasets. OSC and OSCC
represented for Object State Captioning and Object State Change Captioning, respectively.

Dataset Video #Clip #Instruction OSC OSCC

MiniGPT-4 [100] ✗ ✗ 5K ✗ ✗

Shikra-RD [101] ✗ ✗ 5.9K ✗ ✗

LLaVA [102] ✗ ✗ 345K ✗ ✗

VideoChat [103] ✓ 11K 20.8K ✗ ✗

OSCaR ✓ 18K 400K ✓ ✓

performance in an open-world setting in Section 3.6.4.

3.6.1 Model Training

We conducted extensive experiments to showcase the effectiveness of our data generation

pipeline in solving object-state understanding problems. A straightforward approach to

solving these types of problems is using a model with a text encoder to encode prompts

and a visual encoder to encode visual content. After that, both of these inputs will be used

as conditions to generate text answers with a text decoder. Ideally, this text decoder will be

an LLM.

We fine-tuned LLaVA, an open-source MLLM featuring capabilities like visual dia-

logue, question-answering [107], and OCR [25, 108], to achieve our goals. Notably, the

generated data can enhance any future vision-language models beyond LLaVA. We exper-

imented with LLaVA using Vicuna 7B and 13B models under two conditions: with and

without its original visual instruction tuning data, referring to the former as OSCaR.

For training, we employed Lora fine-tuning with a configuration of rank 128 and alpha

256, using Vicuna 13B and 7B models alongside the OpenAI/CLIP-ViT-Large-Patch14-

336 vision encoder. A projector transformed visual features into tokens. Our fine-tuning

parameters included a single epoch, a learning rate of 2e-4, a batch size of 16 per device,

and a maximum model length of 2048.
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Figure 3.5: GPT-4V zero-shot caption quality human evaluation. The figure shows the
distribution of quality ratings assigned by human annotators evaluating frame descriptions
automatically generated by the GPT-4V model under zero-shot conditions. Descriptions
for 500 video frames were rated.

3.6.2 Evaluating GPT-4V

Because our pipeline uses GPT-4V as the knowledge model to annotate our data, evaluat-

ing GPT-4V’s ability is crucial. Evaluating GPT-4V’s performance has two purposes: 1)

Understanding the performance of GPT-4V on this task and 2) Producing a clean bench-

mark beyond the ability of GPT-4V for future research. As discussed in section 3.4.3, we

ask humans to check data quality and classify quality into four levels with text explanation.

Figure 3.5 shows the distribution of data quality from 500 videos sampled from the dataset

for benchmarking.

3.6.3 Evaluation on Cooking Domain Objects

Text Generation Metrics Evaluation: The table 3.2 in this document displays the results

of two text generation metrics, BLEU and ROUGE. As per the table, LaViLa and BLIP1
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Table 3.2: Performance comparison based on BLEU and ROUGE scores. OSCaR is
LLaVA fine-tuned with OSCaR data, mixed data is a combination of LLaVA data and
OSCaR data.

Model BLEU ROUGE-1 ROUGE-2 ROUGE-L

LaViLa [105] 0.006 3.3 0.26 3.27
BLIP1 [109] 0.008 1.38 0.08 1.35
BLIP2 [97] 0.1 11.53 2.12 10.51
Video-LLaMA [106] 1.0 17.75 2.69 16.02
LLaVA v1.5 13B [102] 3.72 27.09 6.59 24.01
LLaVA v1.5 7B [102] 3.23 25.37 6.22 22.60

OSCaR 13B (OSCaR data only) (Ours) 5.28 27.93 7.67 24.45
OSCaR 7B (OSCaR data only) (Ours) 5.1 28.27 7.42 24.77
OSCaR 13B (Mixed data) (Ours) 5.76 29.26 8.24 25.78
OSCaR 7B (Mixed data) (Ours) 5.79 29.94 8.34 26.24

Table 3.3: Open-world performance comparison based on BLEU and ROUGE scores.
OSCaR is LLaVA fine-tuned with OSCaR data, and mixed data is a combination of LLaVA
data and OSCaR data.

Open World Model BLEU ROUGE-1 ROUGE-2 ROUGE-L

In Domain

OSCaR 13B (OSCaR data only) 5.86 28.64 8.43 24.91
OSCaR 7B (OSCaR data only) 5.73 29.10 8.38 25.47

OSCaR 13B (Mixed data) 6.19 29.36 8.74 25.69
OSCaR 7B (Mixed data) 6.13 30.00 8.95 26.25

Out of Domain

OSCaR 13B (OSCaR data only) 5.32 27.20 7.62 23.67
OSCaR 7B (OSCaR data only) 5.18 27.07 7.50 23.65

OSCaR 13B (Mixed data) 5.24 26.18 7.36 23.09
OSCaR 7B (Mixed data) 5.69 28.99 8.29 25.38

models have scored very low, whereas BLIP2, Video-LLaMA, and LLaVA models, which

are currently the most advanced models, have achieved significant improvements. Our

proposal has surpassed every previous state-of-the-art model by a large margin on these

metrics.

GPT4 Evaluation: The experimental results of evaluating LLaVA, OSCaR, and GPT-4V

captions on five criteria using GPT-4V are shown in Table 3.4.

According to the metric used, OSCaR performs significantly better than LLaVA. Ad-

ditionally, OSCaR achieved 88.19%, 87.01%, 90.81%, 89.21%, and 97.94% in accuracy,

helpfulness, detail level, reasoning, and overall, respectively, compared to GPT-4V. On av-
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Table 3.4: Evaluation scores using GPT-4V under different criterion are listed in the table.

Criteria LLaVA OSCaR GPT-4V

Accuracy 53.60 82.93 94.04
Helpfulness 51.63 80.78 92.83
Reasoning 53.64 79.20 87.22
Detail 40.56 87.30 89.14
Overall 51.96 80.92 90.72

erage, OSCaR is 90% as good as GPT-4V. The visualization can be seen at Figure 3.1.

Human Study: In our study to assess caption quality from various models, seven evalua-

tors reviewed five videos with four captions each (three for frames, one for state changes),

provided by seven models. Each caption had seven different options generated by seven

different models. Evaluators could select up to two options per caption that they think are

the best. Figure 3.6 shows the results of this experiment. We calculated the percentage of

times each model was selected and found that OSCaR achieved 73.93%, which was only

8.57% lower than GPT-4V. OSCaR significantly outperformed LLaVA by more than two

times. These results demonstrate that OSCaR is a promising model for generating high-

quality captions.

3.6.4 Open-world Objects Evaluation

Evaluating the performance of machine learning models solely based on objects seen dur-

ing training isn’t enough. To more thoroughly test their effectiveness, we also evaluated

them on objects not included in the training set, representing the open world. In this part

of our study, we compare the quality of text produced by our model and GPT-4V for these

open-world objects, using BLEU and ROUGE scores as our metrics.

In-domain Objects Evaluation: The evaluation results on objects in the cooking domain

that were not included in the instruction fine-tuning data are presented in Table 3.3. When

compared with the results in Table 3.2, the overall performance is better when testing with
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Figure 3.6: Human study results. The figure shows the percentage that each model was
selected by participants as producing favorable descriptions in a human rating study.

in-domain open-world objects. One of the reasons for this is that the evaluation set in Ta-

ble 3.2 was corrected by humans, while the data used in Table 3.3 was generated from GPT-

4V. Nevertheless, the outcomes of this experiment indicate the generalizability of models

when dealing with new objects.

Objects Beyond Cooking Domain: Table 3.3 presents the open-world evaluation for var-

ious domains. The dataset employed in this experiment is discussed in section 3.4.2,

which comprises 356 videos from 51 distinct domains. Compared to the experiment in

table 3.2, the outcomes of this experiment are generally lower. Specifically, for LLaVA 7B

with mixed data, this experiment shows a decline of 0.1, 0.95, 0.05, and 0.85 on BLEU,

ROUGE-1, ROUGE-2, and ROUGE-L, respectively. This decline indicates two things: 1)

the open domain is challenging and may require domain-specific data for fine-tuning to

achieve better performance, and 2) even in the absence of new domain data, the decrease

in performance is not too significant, and showing the generalizability of our model.
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Table 3.5: Performance comparison based on BLEU and ROUGE scores in different
domains. The table compares various models with open-world benchmarks.

Domain Method BLEU ROUGE-1 ROUGE-2 ROUGE-L

Cooking Domain

LLaVA [102] 2.56 23.77 5.64 21.08
BLIP1 [109] 4.33× 10−5 0.75 0.026 0.73
BLIP2 [97] 0.043 8.2 1 7.4
LaViLa [105] 4.34× 10−5 3.09 0.27 3.07

Other Domains

LLaVA [102] 2.88 23.96 5.85 21.26
BLIP1 [109] 7.39× 10−5 1.15 0.077 1.13
BLIP2 [97] 0.028 9.04 1.05 8.2
LaViLa [105] 6.95× 10−5 3.1 0.29 3.07

3.6.5 Ablation Study

Our research also examined the accuracy of video frame annotations in the EPIC-KITCHENS

and Ego4D datasets. We used Amazon Mechanical Turk annotators to evaluate 500 video

data points for the precision and completeness of descriptions, categorizing them into four

classes. In addition, we analyzed 100 samples from each setting of zero-shot and two-shot

to determine the best strategy for scaling up data annotation. Our findings indicate that

zero-shot is the more effective approach for annotating our task’s data.

Our findings, detailed in Table 3.6, compare zero-shot and two-shot performance in

aligning descriptions with human standards of accuracy and relevance, as derived from

video frame analyses. This table illustrates how well the GPT-4V model’s natural language

descriptions, evaluated by Amazon Mechanical Turk annotators in zero and two-shot sce-

narios, match human judgment. The percentages indicate the extent to which these descrip-

tions accurately and relevantly depict the video content, based on a frame-by-frame review.

Each description was judged for its thoroughness and relevance in detailing the object and

its activities. Annotators followed established guidelines to determine the quality of data

in their assessments.

The results reveal a notable disparity in description quality between the zero-shot and

two-shot methods. The zero-shot approach yielded a higher proportion of Fully Detailed

and Comprehensive descriptions, while the two-shots method indicated a greater occur-

rence of descriptions with errors or misleading content. This variation highlights the dif-
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ferences in data quality and annotator perceptions under varying evaluation conditions,

underscoring the importance of method selection in annotation studies.

Table 3.6: The table lists the distribution of Amazon Mechanical Turk annotators’ choices
of descriptions of objects and object state changes in 0 and two-shot tests by the GPT-4V
model in %.

Satisfaction Class Zero-shot Two-shots

Fully Detailed 56.25 33.25
Minor Mistakes 16.75 28.25
Lacks Important Details 13.25 23.00
Hallucinating 13.75 15.50

In Table 3.5, we present the results of our experiment where we evaluate various models

in open-world benchmarks, including the cooking domain and other domains. We have

observed that the performance of other baselines has generally decreased in open-world

benchmarks. These results demonstrate the importance of building models that can be

generalized in the world. However, capturing the state of objects while dealing with diverse

objects and domains is still a major challenge.

3.7 Conclusion

This paper presents a new task for comprehending the state of objects and their changes

using natural language. We also propose a data generation pipeline that utilizes the capa-

bilities of GPT-4V to tackle this task. Furthermore, we introduce OSCaR, a dataset that

includes training data and a benchmark with various protocols. Our comprehensive ex-

periments not only demonstrate the superiority of our methods in comparison to previous

state-of-the-art open-source solutions but also examine the limitations of GPT-4V in ad-

dressing this challenge.
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CHAPTER 4

EFFICIENTLY INCORPORATING LINGUISTIC PRIORS FOR SCENE TEXT

SPOTTING

4.1 Introduction

Text detection and recognition in natural scenes is a research area of considerable impor-

tance, with diverse practical applications ranging from aiding the visually impaired [22] to

facilitating robot navigation [23] and enabling mapping, and localization [24]. However,

many text instances in natural settings exhibit inherent ambiguity stemming from aesthetic

variations, environmental deterioration, or poor illumination conditions. This ambiguity

can often be partly reduced by considering a list of lexicons or a dictionary [25]. However,

this usually increases the complexity of models.

An end-to-end text spotting system typically involves two main steps: text detection

and text recognition. Over the years, researchers have devoted considerable effort to ad-

vancing the state of the arts in both text detection [26, 27, 28, 29, 30, 31, 32] and text

recognition [33, 34, 35, 36, 37, 38]. Despite advancements, current scene text spotting

models do not match human reading capabilities, especially in recognizing distorted or

blurry characters. This remarkable feat is due to the fact that linguistic knowledge provides

a powerful prior that can help disambiguate text. Existing autoregressive text recognition

models [39, 40, 41, 42] can leverage some of the linguistic structure from the training data

in the decoder component, where the model predicts the next character by using previous

character predictions as inputs. However, these approaches have yet to fully use linguistic

knowledge for the following reasons. Firstly, existing scene text datasets are limited, mak-

ing effective linguistic knowledge capture challenging. Secondly, current models employ

basic one-hot vector encoding, ignoring the uncertainty or relationship between charac-
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Figure 4.1: Traditional spotting pipeline (a) and proposed pipeline (b) on training. In
the traditional pipeline, models use the one-hot label directly to guide the training for the
scene text system. Our proposal replaces the one-hot encoding by using soft distributions
for every label character and improving detection and recognition results. Besides, we
proposed a method to leverage knowledge from pretrained language models and construct
the soft distribution well-adapted to the scene text domain without finetuning language
models.

ters. Furthermore, autoregressive models predict character distribution based on previous

characters, contrasting traditional methods that align this with one-hot, which has no con-

nections to other characters. Thus, better modeling of linguistic knowledge is needed in

pipelines that rely solely on autoregressive models.

During inference, text detection models often fail if the distance between two characters

of the same word is too far (detecting them as two different words), or if the distance

between two different words is too close (detecting them as one word), or if the word length

is too long (missing some characters). Traditional methods use a one-hot label, which

can encourage better learning in detection when considering recognition as a constraint

for detection models. However, this method only looks at each character independently,

without considering the context of the entire word. This limits the ability of the detection

model to look at the entire word in a comprehensive way. Linguistic priors allow detection

models to look at the entire word, which helps to improve detection performance. For

33



example, we know that words are typically made up of multiple characters, and that the

characters in a word are typically spaced close together. By taking linguistic priors into

account, detection models can better understand the context of the entire word and make

more accurate predictions.

In this paper, we propose a novel end-to-end scene text spotting method that efficiently

incorporates language priors from trained language models. Our approach can also be

viewed as a multimodal knowledge distillation technique, which has yet to be fully uti-

lized for scene text spotting. By directly leveraging language model output as label em-

beddings to guide text spotting learning, our approach provides more detailed guidance

than traditional one-hot encoding. We empirically tested our approach on multiple bench-

mark datasets, including Total-Text [110], SCUT-CTW1500 [111], and ICDAR2015 [112],

demonstrating its remarkable effectiveness in transferring knowledge from language mod-

els to scene text spotting models. Besides, to demonstrate the generalizability of our pro-

posal, we also implemented our method on a state-of-the-art scene text recognition pipeline.

Notably, our method allows for direct utilization of language model knowledge by scene

text models without requiring any fine-tuning in the specific domain of scene text data.

Our contributions are threefold:

• We demonstrate the efficacy of leveraging language knowledge derived from a large

language model to enhance the performance of both scene text spotting and recogni-

tion models. Specifically, we illustrate how the incorporation of language knowledge

through the technique of knowledge distillation can benefit both text detection and

text recognition tasks.

• We present a novel and intuitive approach for integrating language models into the

scene text spotting and recognition learning process without increasing model com-

plexity in training and testing. Our proposed approach has been shown to be highly

effective and is supported by empirical validation.

34



• We introduce an innovative method that enables the utilization of pre-trained lan-

guage model representations without the need for domain-specific fine-tuning on the

scene text data, thus increasing the applicability and efficiency of the scene text spot-

ting and recognition model.

4.2 Related Works

Scene Text Auto-regression Model. Auto-regressive models are widely used to tackle

scene text recognition [54, 39, 53, 55, 40, 41, 42]. For example, CRNN [53] applied a

deep bidirectional LSTM to infer the output probability distribution of the text. A CTC

loss function removes duplicate characters in the output text series. In addition to CRNN,

SCATTER [56] sets up an attention layer to capture the intra-sequence relationships. Char-

net [57] fuses character-level and word-level encodings over the input to make the output

more robust. Taking good practice in past research, we adopt an auto-regressive method

that decodes output sequences at the character level. A canonical RNN can execute the

auto-regressive process with a unique direction from left to right.

Language-driven for Scene Text Recognition. The integration of language knowledge

into scene text recognition models has emerged as a popular research direction [34, 61,

62, 63]. For example, VisionLAN [63] proposed a visual reasoning module that simul-

taneously captures visual and linguistic information by masking the input image at the

feature level. Similarly, ABINet [61] utilized a language model for iterative processing

to enhance recognition accuracy with each iteration. Additionally, LevOCR [62] learned

a refinement policy with insertion and deletion actions to iteratively enhance recognition

accuracy. However, these approaches face two common challenges. Firstly, they increase

the number of parameters in the models, which can lead to computational inefficiencies

or slower model performance when iterative running is required. Secondly, these meth-

ods often rely on limited exploitation of language knowledge from small-scale scene text

data without fully leveraging the vast knowledge from large-scale language models. ABI-
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Net++, an extension of ABINet, incorporates linguistic knowledge into scene text spotting

models. However, like ABINet, this approach adds complexity through iterative execution,

thereby elevating the model’s complexity. The utilization of language knowledge for scene

text spotting remains relatively limited. To the best of our knowledge, our work represents

the first attempt to leverage language knowledge from large language models without in-

creasing model complexity or additional computational requirements during training and

inference. This efficient approach can improve both text spotting and detection.

Knowledge Distillation. Using knowledge transfer from a teacher to a student model

can enhance performance at low cost [64]. Typically, the teacher’s output probabilities

guide the student model through a loss function optimization. DeiT [113] distinguishes

between soft and hard-label distillation. Soft distillation directly uses the teacher’s predic-

tions, while hard-label distillation converts these to one-hot encoding. In this work, we

propose a cross-modal knowledge distillation to transfer knowledge from text to image for

scene text spotting.

4.3 Language-guided Scene Text Spotting

We introduce a novel approach to enhance in-the-wild scene text spotting by integrating

prior language knowledge. Scene text spotting locates text instances and computes their

feature maps from an image. Using an auto-regressive model, we produce a probability

map for each text instance, representing character distributions. We then compute em-

beddings for text labels and establish character prototypes. Using these embeddings and

character prototypes, we create a soft distribution for each character. Ultimately, we obtain

a distribution matrix for each word label, where each column represents a soft distribution

corresponding to one character in the word. Subsequently, we employ these distributions

as soft label distributions for the training process.

In this section, we describe the pipeline for scene text spotting, highlighting how the

soft label distribution is created. Additionally, we discuss our loss function. Section
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Autoregressive-based Scene Text Recognition presents an in-depth description of the auto-

regressive model for scene text recognition. Furthermore, in section Character Embedding,

we delve into the topic of character embedding. Our approach for centroids estimation and

soft distribution generation will be introduced below.

4.3.1 Autoregressive-based Scene Text Recognition

Auto-regressive models generate outputs over time, using past predictions as current in-

puts, described as P (xt|xt−1, ..., x1). Traditional training uses one-hot labels to represent

characters, where a character c might be shown as [0, 0, 1, ..., 0]. However, this method fails

to capture relationships between characters in natural language contexts. For example, it

does not represent the likelihood of character x following b being less than o after b. Al-

though widespread in natural language, this knowledge cannot be effectively represented

using one-hot encoding. In other words, during training, the model approximates a condi-

tional distribution with a probability distribution to represent the character, irrespective of

the context of the characters surrounding it.

The auto-regressive model used in training captures limited contextual knowledge due

to scarce scene text datasets. Despite pre-training with synthetic datasets, the information

learned is constrained by the dictionary used for scene text image generation. Moreover,

during the fine-tuning process, the model tends to forget the limited knowledge captured

from the pre-training data. Additionally, the recognition step of the scene text spotting

pipeline is often implemented with lightweight models, restricting their ability to gener-

alize with language. To address these challenges, we propose augmenting the scene text

spotting model with a language model, which can extract knowledge from vast amounts of

text data and enhance the model’s ability to learn image patterns and language in a more

comprehensive way.
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4.3.2 Character Embedding

Language models require converting text sequences into numeric embeddings through to-

kenization, either at the word or sub-word level. For tasks like scene text spotting, which

prioritize learning character distributions, a character-level pre-trained model is more effec-

tive. CANINE [114], a recent model, differs from traditional tokenizers such as Byte Pair

Encoding, WordPiece, and SentencePiece, as it employs a Transformer encoder trained di-

rectly on Unicode characters. Although this increases sequence length, CANINE addresses

this issue with an efficient downsampling technique before applying the deep Transformer

encoder. The CANINE model consists of a downsampling function, ENCODE, and an up-

sampling function, which operate on an input sequence of character embeddings e ∈ Rn×d

with length n and dimension d, resulting in the output sequence embedding Yseq:

Yseq ← Up(ENCODE(DOWN(e))). (4.1)

To ensure that different characters do not have the same representation, the model uses a

generalized hashing approach that concatenates the representations associated with various

hash values. In our work, we utilize the pre-trained embedding Yseq to estimate the centroid

for each character, which is then considered the prototype for the embedding clusters.

4.3.3 Centroid Generation

To generate a probability distribution from a given representation, a matrix multiplication

operation is performed between the representation vector, denoted by x, and a weight ma-

trix, denoted by W, which produces a vector of logit values. The logit vector is then fed

through a softmax function, resulting in a probability distribution vector, denoted by D,

which represents the probability of the representation belonging to each character in the

vocabulary. The weight matrix W is a prototype matrix, where each column corresponds

to a prototype of a character in the vocabulary. The similarity between a representation and
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each character prototype in the latent space needs to be calculated in order to determine the

most appropriate label for the representation. This similarity measurement allows for the

selection of the label that is most compatible with the embedding.

Di =
exp(W T

i xj)∑k
i=1 exp(W

T
i xj)

, (4.2)

where Wi is ith column of prototype matrix, xj is the representation of the character jth in

the word, and k is the size of character vocabulary.

In our approach, selecting an optimal W in Equation (4.2) is crucial, where columns

serve as character prototypes. Using the W-matrix directly from the language model might

yield a too general probability distribution, causing disparity between scene text data and

text data utilized to train the language model. Additionally, fine-tuning the language model

with scene text data can introduce biases, compromising the model’s generality. Further-

more, the process of fine-tuning the language model is time-consuming. In this paper,

we propose using each prototype as the centroid of its character representation cluster by

averaging all character representations of the same cluster:

Wi =
1

n

n∑
j=1

xij, (4.3)

where xij is the jth representation of character ith, which is equivalent to Wi in prototype

matrix.

4.3.4 Soft Distribution Generation

Using the matrix W from equation 4.3, we derive the soft label distribution for training

from equation 4.2. Our method bridges the gap between the pretrained language model

and the scene text dataset without the need for fine-tuning. The texts we use to generate

the W matrix have the trade-off between scene text dataset and text from outside dataset.

Basically, this is a sampling process to approximate the real centroids of language model.
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Figure 4.2: Centroid Estimation. Visualization of character embedding for 9 characters
a, b, c, d, e, f, g, h, i. Each cluster equivalent with a character, and black points in the center
are the centroids generated by (4.3).

Using only the scene text dataset risks overfitting and losing general language knowledge.

Conversely, using many external words keeps the centroids close to the original language

model weights. In this work, we generate the centroids by a subset of words from a generic

dictionary [115], and the whole word appeared in the scene text training dataset. We will

discuss more about our settings in the experiments part. The predicted distribution of the

model will be denoted by distribution P. We use KL-Divergence as the loss function to

measure the difference between the predicted distribution and our soft label distribution:

KL(D||P ) ∝ −
k∑

i=1

Di log(Pi). (4.4)

Finally, we sum the loss of all columns together as our final loss function:

L(x, y) =
l∑

i=1

KL(D(i)||P (i)). (4.5)
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where D(i) and P (i) are ith predicted distribution and soft label distribution, respectively. l

is the longest length over all words.

During the creation of the soft distribution label, we perform post-processing to remove

noise. First, we check whether the distributions can represent mislabels by checking which

character the highest probability belongs to. Next, distributions are filtered using a thresh-

old T ; those with a label probability greater than or equal to T are retained. For those

that don’t meet the threshold, a predefined distribution is used. In positions with a one-hot

representation of 1, we set the value to T , and all other positions are set to Pi:

Pi =
1− T

k − 1
, (4.6)

where T is the probability threshold we set for the label, Pi is the probability value of the

characters that are not label, and k is the size of the character vocabulary.

The parameter T greatly influences generated distributions. A low T can yield overly

flat distributions with high entropy, while a high T may force shifts to non-linguistic-

based ones. We determine T using text labels. A 0.85 threshold effectively curbs ex-

cessive entropy while retaining language uncertainty. With this threshold, the error rate

across datasets was satisfactory (≤0.8%), and any errors were post-processed. This post-

processing is done once before training, removing the need for recalculations later. Our

approach is straightforward, with the potential for future improvements in threshold selec-

tion.

4.3.5 Implementation Details

In our scene text spotting approach, we used the CANINE [114] model to extract character

representations from the dictionary. We then averaged embeddings of the same class from

a vocabulary combining the dataset and 30k random words from a general dictionary [115]

to produce centroids. Details about the dictionary used in scene text recognition are shown

in Scene text recognition experiment section. Soft distributions were derived from these
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embeddings and centroids, which we later refined. A threshold T in Eq.(4.6) of 0.85 was

applied to modify soft distribution probabilities. In Mask TextSpotterv3, we only applied

our method to its spatial attention module, an auto-regressive-based model, for consistent

comparison. Adam optimizer [116] was used for optimization.

4.4 Experiments

This section describes our method effectiveness on both scene text spotting (TotalText [110],

SCUT-CTW1500 [111], and ICDAR2015 [112]) and scene text recognition (IIIT5k [117],

SVT [118], ICDAR2013 [119], SVTP [120], ICDAR2015 [112], CUTE80 [121]) datasets.

Besides, we will also describe experiment settings and datasets used for both pretraining

and finetuning. Figure 4.3 shows how our proposed method has improved baselines.

4.4.1 Scene Text Spotting Experiments

In our approach, modifying the underlying model architecture is unnecessary, making it

non-mandatory to re-train the model with synthetic datasets. This implies that the existing

pretrained model available in the baseline repositories can be employed. This aspect is es-

pecially important because re-training using extensive synthetic datasets often necessitates

substantial computational resources and extended training durations. Empirical evidence

suggests that our methodology substantially enhances the baseline by directly fine-tuning

on target datasets, eliminating the need for re-train with the synthetic dataset. Furthermore,

to investigate the feasibility of integrating linguistic insights during the pretraining phase,

we re-trained ABCNetV2 using soft linguistic labels on Curved Synthetic, TotalText [110],

ICDAR 15 [112], ICDAR 13 [119], MLT-2017 [122], and TextOCR [123] datasets. We

have termed this variant External Dataset (ED) and reported its outcomes with the results

procured from direct fine-tuning on the provided checkpoints.

In our scene text spotting experiments, first, we removed all words present in the test set

from a generic 90k dictionary. Next, we sampled a subset of words from this newly formed
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(a) ABCNetv2: AREAT
ABCNetv2+L: GREAT

(b) ABCNetv2: ENISIAD
ABCNetv2+L: SPANISH

(c) ABCNetv2: KARAOKS
ABCNetv2+L: KARAOKE

(d) ABCNetv2: HONCKONG
ABCNetv2+L: HONGKONG

Figure 4.3: Qualitative results on Total-Text dataset. Our approach is more capable of
recognizing scene texts than the baseline. These outputs are directly taken from the model
when the dictionary is not used in the testing phase.

dictionary and merged it with the collection of words found in the training set to generate

centroids. This step was implemented to ensure that the model would not unintentionally

be exposed to words exclusive to the test set that had not appeared in the training set. For

each dataset, we train a model using all the words from its training set. Subsequently, we

use a single checkpoint to evaluate the model across all dictionaries associated with that

dataset.

Experiment on Total-Text

The Total-Text dataset [110], introduced in 2017, is a prominent benchmark for arbitrarily

shaped scene text. Consisting of 1,555 photos (1,255 for training and 300 for testing), it

features images with low-contrast backgrounds and complex texts. The dataset predomi-
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Method None Full

Charnet [124] 66.6 -
SwinTextSpotter [125] 74.3 84.1
PAN++ [126] 68.6 78.6
GLASS [127] 76.6 83.0
TTS [128] 75.6 84.4
CRAFTS [129] 78.7(*) -
SPTS [130] 74.2 82.4
TESTR [131] 73.3 83.9
ABINet++ [65] 77.6 84.5

Mask TextSpotterv3 [132] 71.2 78.4
Mask TextSpotterv3+L (Ours) 73.4 81.2

ABCNetv2 (github checkpoint) 71.8 83.4
ABCNetv2+L (Ours) 74.5 84.6
ABCNetv2+L (ED) (Ours) 76.8 87.1(*)

Table 4.1: Scene text spotting results on Total-Text. The values shown in the table are
H-mean scores for end-to-end models. None and Full represent without and with a dic-
tionary, respectively; the dictionary contains all testing words in the inference phase. ED
denotes for re-train with external data. Our methods significantly improved upon the base-
lines, ABCNetv2 and Mask TextSpotterv3, surpass ABINet++ when using a full dictionary
with ABCNetv2+L (directly fine-tuning from provided checkpoint) and this improvement
is even more significant when re-train with external data (ED). (*) denotes the best score.
We report scores wherever they are available on paper or GitHub.

nantly includes irregular text, with each photo containing at least one curved word. Text

instances are annotated with polygons, and its extended version further annotates each in-

stance with ten fixed points and a recognition sequence. The dataset exclusively contains

English text.

Table 4.1 shows the performance of our ABCNetv2+L and Mask TextSpotterv3+L

methods in both terms of using and not using the full dictionary during the inference

process. The full dictionary includes all words that appeared in the test set. The ABC-

Netv2 [133] results in Table 4.1 are the results reported by the authors in the paper. ABC-

Netv2 [133] (GitHub checkpoint) are the results of the checkpoint published by the authors

on their GitHub. We use this implementation as the baseline for our proposal. Checkpoint

results generally produce better results than the performance reported in the paper. We
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compare our results with reported and checkpoint-generated results to make a fair compar-

ison. It can be seen that our proposal improved both ABCNetv2 and Mask TextSpotterv3

significantly in both scenarios with and without full dictionary. Moreover, ABCNetv2+L

with dictionary and finetuned on provided checkpoint outperformed current state-of-the-art

ABINet++ [65] by 0.1. This improvement has been increased to 2.6 when doing re-train

with ED using our method.

Experiment on ICDAR 15

Images from the ICDAR 2015 [112] dataset were unintentionally taken from the real world

through Google Glass. In contrast to earlier ICDAR 13 datasets [119], when the text was

neat, well-captured, and horizontally centered in the photos. The dataset consists of 500

testing photos with complex backgrounds and 1000 training images. Additionally, some

text may be small or low resolution, appearing anywhere and in any orientation. The anno-

tation only contains English samples and is based on word level.

Images from the ICDAR 15 [112] dataset were unintentionally taken from the real

world through Google Glass. In contrast to earlier ICDAR 13 datasets [119], which fea-

tured cleanly captured text horizontally centered in the images, the ICDAR 15 dataset com-

prises 1000 training images and 500 testing photos that present significant challenges to

text recognition algorithms. The images in the dataset feature complex backgrounds and

text may appear in any orientation and at varying resolutions. Furthermore, the dataset is

exclusively comprised of English text samples annotated at the word level.

Table 4.2 shows the experimental results of our proposal compared with previous works.

For ICDAR 15, we use three scenarios to measure and evaluate the model, including strong,

weak, and generic dictionary. Correspondingly, the strong dictionary for each image is a

set of 100 words taken from the test set, in which all the words appearing in the image are

in this group of 100 words. The weak dictionary is all the words that appear in the test

set, and the generic vocabulary is the set of words that can appear, including a dictionary
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Table 4.2: Scene text spotting results on ICDAR 15. The values shown in the table are
H-mean scores for end-to-end models. S, W, and G represent Strong, Weak, and Generic
dictionaries used in the inference phase, respectively. Our method improved the baselines
in all settings. Incorporating our method into ABCNetv2+L with ED, we outperformed
current state-of-the-art on both Strong and Weak dictionary settings. (*) denotes the best
score.

Method S W G

SwinTextSpotter [125] 83.9 77.3 70.5
PAN++ [126] 82.7 78.2 69.2
GLASS [127] 84.7 80.1 76.3
MANGO [134] 85.4 80.1 73.9
CRAFTS [129] 83.1 82.1 74.9
TTS [128] 85.2 81.7 77.4
SPTS [130] 77.5 70.2 65.8
TESTR [131] 85.2 79.4 73.6
ABINet++ [65] 86.1 81.9 77.8
DeepSolo [135] 88.1 83.9 79.5(*)

Mask Textspotterv3 [132] 83.3 78.1 74.2
Mask TextSpotterv3+D [25] 85.2 81.9 75.9
Mask TextSpotterv3+L (Ours) 85.9 81.9 77.4

ABCNetv2 (github checkpoint) 83.7 78.8 73.2
ABCNetv2+L (Ours) 85.1 80.9 75.4
ABCNetv2+L(ED) (Ours) 88.4(*) 84.4(*) 78.6

of 90k words [115]. Our proposal effectively enhances the performance of the baseline

models across all three types of dictionaries without any additional complexity. Notably,

our ABCNetv2+L(ED) surpassed DeepSolo on strong and weak dictionaries by 0.3 and

0.5, and achieved state-of-the-art results on these dictionaries. Furthermore, while directly

applying of our method to the pretrained model showed improvement, integrating it with

external datasets (ED) in line with recent state-of-the-art elevated its performance remark-

ably.

Experiment on SCUT-CTW1500

The SCUT-CTW1500 [111] dataset, popular for arbitrary-shaped scene text, differs from

Total-Text by including both Chinese and English. Annotations are at the text-line level,

accommodating documents with stacked small text segments. It has 1000 training and

46



Table 4.3: Comparison of scene text recognition accuracy on six datasets. TargetDict
denotes the list of words present in training sets of IIIT5k, SVT, IC13, IC15, SVTP, and
CUTE datasets. The top-2 results are highlighted.

Method Training Data Regular Text Irregular Text

IIIT SVT IC13 SVTP IC15 CUTE

ASTER [136] MJ+ST 93.4 89.5 91.8 78.5 76.1 79.5
DAN [137] MJ+ST 94.3 89.2 93.9 80.0 74.5 84.4

RobustScanner [138] MJ+ST 95.3 88.1 94.8 79.5 77.1 90.3
SAR [139] ST+MJ 91.5 84.5 91.0 76.4 69.2 83.3

SEED [140] ST+MJ 93.8 89.6 92.8 81.4 80.0 83.6
ABINet [61] MJ+ST+Wiki 96.2 93.5 97.4 89.3 86.0 89.2
S-GTR [141] ST+MJ 95.8 94.1 96.8 87.9 84.6 92.3
LevOCR [62] ST+MJ 96.6 92.9 96.9 88.1 86.4 91.7
SIGAT [142] ST+MJ 96.6 95.1 96.8 90.5 83.0 93.1

MGP-STR [35] ST+MJ 96.4 94.7 97.3 91.0 87.2 90.3
PARSeq [34] ST+MJ 97.0 93.6 96.2 82.9 88.9 92.2

CornerTransformer [33] ST+MJ 95.9 94.6 96.4 91.5 86.3 92.0
CornerTransformer+L(Ours) ST+MJ 96.4 95.0 96.9 91.8 87.0 92.7
CornerTransformer+L(Ours) ST+MJ+TargetDict96.7 95.4 97.4 92.2 87.8 93.4

500 test images. For the SCUT-CTW1500 dataset, labels include word-level annotations

and groups of text instances. Language knowledge is vital for accurate results, capturing

both intra-word and inter-word relationships in long sequences. Table 4.4 shows our ABC-

Netv2+L notably outperforms ABCNet2, especially with a dictionary during inference.

Our method with ED surpasses all previous state-of-the-art models for SCUT-CTW1500

using a strong dictionary, highlighting the effectiveness and versatility of the proposed ap-

proach in addressing the challenges associated with localizing and recognizing scene text

in the long line with arbitrary shapes.

Detection Results

Table 4.5 presents quantitative evidence of the effectiveness of our proposed method in en-

hancing not only text recognition but also text detection. In addition, Figure 4.4 provides

a visual representation of the qualitative improvements in text detection achieved through
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Table 4.4: Scene text spotting results on SCUT-CTW1500. The values shown in the table
are H-mean scores for end-to-end models. None and Strong represent without and with a
strong dictionary in the inference phase, respectively. Our method improved the baselines
in all settings and achieved state-of-the-art when evaluating without a dictionary for post-
processing. (*) denotes the best score.

Method None Strong

TextDragon [143] 39.7 72.4
MANGO [134] 58.9 78.7
SwinTexSpotter [125] 51.8 77.0
Text Perceptron [144] 57.0 -
ABINet++ [65] 60.2 80.3
TESTR [131] 56.0 81.5
DeepSolo [135] 64.2(*) 81.4

ABCNetv2 [133] 57.5 77.2
ABCNetv2+L (Ours) 59.1 78.4
ABCNetv2+L(ED) (Ours) 61.2 81.8(*)

Table 4.5: Detection H-mean score comparison between ABCNetv2 and ABCNetv2+L.
Our method improves detection performance on all three datasets.

TotalText ICDAR15 CTW1500

ABCNetv2 87.2 88.2 85.0
ABCNetv2+L (Ours) 88.5 88.6 85.4
ABCNetv2+L (ED) (Ours) 88.9 89.1 85.8

our approach. It is worth noting that unlike conventional object detection tasks, text de-

tection is particularly sensitive since even the slightest inaccuracies in localizing words or

including extraneous details can lead to erroneous recognition outcomes. To address this

issue, we leverage language knowledge as a guiding signal to enhance the accuracy of our

text detection model. Our experimental results, both quantitative and qualitative, clearly

demonstrate the effectiveness of this approach in improving the overall quality of our text

detection model. In summary, our simple yet effective method can significantly enhance

text detection accuracy, which, in turn, directly influences text recognition outcomes.
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Figure 4.4: Comparison of detection results with (green shaded) and without (red shaded)
language knowledge prior guidance. Language prior is not only helpful for text recognition
but also for text detection.

4.4.2 Scene Text Recognition Experiments

Our approach integrates linguistic knowledge into scene text models, enabling comprehen-

sive generalization for text recognition. Using the CornerTransformer [33] as a baseline,

we train our model on SynthText and MJSynth datasets, following previous state-of-the-art

methods. While image acquisition and labeling incur high costs, collecting domain-specific

words is simpler. Our method capitalizes on this by generating centroids from in-domain

text. We train the model with two centroid types: one using a 90k-word dictionary for

fair comparison, and another incorporating words from training sets (excluding test-only

words) of IIIT5k, SVT, IC13, IC15, SVTP, and CUTE. We call this list of in-domain words

is target dictionary (TargetDict).

The experimental results shown in Table 4.3 highlight the efficacy of our proposed

method in enhancing the accuracy of the baseline model. This improvement is consis-

tently observed across all six benchmark datasets when trained on MJSynth and Synth-

Text datasets, following previous approaches. Compared with a method also incorporating

linguistic knowledge into scene text recognition, ABINet, our method helps CornerTrans-

former surpass ABINet on IIIT5k and increases the existing improvement on SVT, SVTP,

ICDAR 15, and CUTE datasets more significantly. This superior performance is achieved
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without adding complexity to the model in training or inference.

Additionally, generating centroids with words from TargetDict increased the improve-

ment by a large margin. Specially, CornerTransformer+L has improved the baseline’s ac-

curacy on IIT, SVT, ICDAR 13, SVTP, ICDAR 15, and CUTE by 0.8%, 0.8%, 1%, 0.7%,

1.5%, and 1.4%. Our method with TargetDict achieves state-of-the-art on SVT, ICDAR

13, SVTP, and CUTE, and secures the second-best results on ICDAR 15 and IIIT5k. These

results underscore the model’s effectiveness in bridging the domain gap between synthetic

and real data. Importantly, our approach leverages target domain knowledge only from the

text in the target domain, minimizing the need for resource-intensive image collection and

annotation processes.

4.5 Conclusion

We proposed a novel approach to transfer language knowledge to autoregressive-based

scene text spotting models. Our approach overcomes ambiguous words using soft distri-

butions based on character representation. We also proposed a process to generate soft

distributions suitable for dictionaries without finetuning. Our approach was implemented

on two scene text spotting backbones: ABCNetv2 and Mask TextSpotterv3, and one scene

text recognition backbone: CornerTransformer, showing its generality. Extensive experi-

ments on scene text spotting and recognition datasets can validate the effectiveness of our

approach.
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CHAPTER 5

DISCUSSION AND FUTURE WORK

Our investigation into the state understanding of objects and scene text recognition has

yielded significant insights while also illuminating areas that require further development.

This section outlines our key findings, discusses existing limitations, and proposes several

directions for future research efforts.

Lack of audio integration: One notable gap in our current research is the absence of au-

dio data integration. Audio signals often contain crucial information about the status or

changes in objects, such as operational noises from machinery or alerts that could indicate

malfunctions or operational statuses. Future work should focus on developing multimodal

models that can effectively integrate audio and visual inputs. This holistic approach could

significantly enhance the accuracy and robustness of object state analysis, particularly in

complex environments like industrial settings or during interactive tasks in augmented re-

ality systems.

Challenges in long-term state transition tracking: Our existing models, primarily based

on large language models, struggle with accurately tracking and predicting long-term changes

in object states. This is a critical limitation as objects in real-world scenarios often exhibit

changes over extended periods. Future research should aim to develop or adapt existing

models that are capable of understanding and predicting these long-term state transitions.

Approaches could include enhancing models, utilizing state-of-the-art sequential process-

ing techniques, or exploring new forms of temporal neural architectures designed to handle

prolonged data sequences.

Reliance on GPT-4V’s imperfect outputs: Although GPT-4V has shown strength in gen-

erating data for this research problem, its outputs are imperfect. This limitation highlights

the need for strategies to efficiently learn from and improve upon the imperfect data pro-
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vided by GPT-4V.

Advanced Scene Text Spotting Techniques: The recognition of textual content on objects

plays a pivotal role in our research, given its potential to reveal significant information about

the object’s state or context. Improving scene text recognition, or OCR technology, remains

a vital area for future research. This involves not only enhancing the accuracy of text

detection and recognition in varied and challenging conditions but also integrating these

capabilities with object state analysis. Such advancements could lead to better performance

in environments with poor lighting, atypical angles, or partial occlusions.

Dynamic Analysis of Object Interactions: Thus far, our research has primarily addressed

static object states. However, understanding the dynamic interactions between objects, par-

ticularly in motion, could provide deeper insights into their behavior and changes. Fu-

ture research could explore how objects’ states are influenced by their interactions and

movements within an environment. This direction is particularly relevant for developing

smarter systems in autonomous navigation, robotics, and interactive simulations, where

understanding the interplay between multiple moving objects is crucial.

Addressing Real-world Application Challenges: Finally, applying these research find-

ings in real-world scenarios presents its own set of challenges, including the scalability of

solutions, their adaptability to different environments, and the handling of real-time data.

Future work should also consider these practical implementation aspects, focusing on cre-

ating solutions that are not only theoretically sound but also practically viable and robust

under diverse conditions.

By exploring these areas, future research can significantly expand the scope and impact

of object-understanding technologies, making them more effective and applicable across a

wider range of real-world applications.
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